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Survey

Synthesis on Grid Scheduling

VO* management, resource access
= EGEE, OSG, NorduGrid, Nareqi, etc.

Direct scheduling in a VO*
= glideCAF, Cronus, GlideInWMS
= AliIEn2, DIRAC, Panda

= DIANE
*VO: Virtual Organization, federation of users.

With the help of several grid doers at CERN
Submitted to the Journal of Supercomputing
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Simulation

Resource supply / consumption is heterogeneous
Ly Benefits of careful allocation and migration?

Design of a resource model

Development of Levellab, a
simulator

Example simulation:

= Optimal dynamic
vs random allocation

Submitted to HPDC
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» Resource availability is transient
Ly Resilient service deployment

= Design of a P2P resource election mechanism
Decides where to (re-)deploy a service

= Development of SmartCitizens, based on SmartFrog

Figure: SmartCitizens Integration inside a node, and between nodes
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= A technical report about Tycoon activities at
CERN openlab in 2007 and our future plans
for 2008 has been written and sent to HP
Labs (Palo Alto)

= Several modifications in the Tycoon-gLite
Implementation

= Collaboration with BalticGrid has been
resumed
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Technical Report

= Worth highlighting:

Collaborations (HP Labs, EGEE, BalticGrid)
Tycoon-gLite integration

Scalability tests

Issues concerning security and trust
Conferences

Future collaboration with Constellation
Technologies?
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* The implementation has
been modified in order to:
= Deploy different kinds of

nodes more easily (i.e.
Storage Elements)

= Allow the modification of the
output

Tycoon-gLite int
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= Benchmarks run on paravirtualized and

hardware-assisted virtualization platforms
= point to strengths and weaknesses Iin hypervisors

Comparative Performance of Hypervisors/Kernels
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"« VM images generated using a layered cache
= Core layer is instantaneous, using copy-on-write
= Supports Debian and Red Hat based distributions

= Contextualization - customizes images according to
deployment context

W U @ Ul
[ Reposito I About Log Stat I Simple reque: Virtual Appliances request | Advanced request
. .
. We b S e rVI ‘ e I n te rfa' e W/ 08 Farm dynamically gensrates OS images, and "vi appliar or us To create an image, enter a name for the image and select a "Class" and
software packages if needed. Click " Create imaga”.“‘ and the image will be created and pul in the repository. If you check the "Download image upon creation” checkbox,
is finished.

the image will be downloaded when the image

- If you do not enter a "Name", the image will be named after the mds of the image i ion parameters. If an image with the exact same parameters exists
eXaI I I p e ava ‘ I e I It in the repository, it will not be recreated and can be downloaded immediately.
If you 1t 1 e wget, then here is an example url:
“hitp: /fwww.cern.chiosfarm/create?name=adownload | LC4 h=i: iletype=.tardgroup=coredgroup=baseapackage=glite-BDI"

= XML image descriptions
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/= Most VM images are MB/s
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